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Overview
The space environment system is comprised of a myriad 
of constituents and regions with different:

• Characteristic energies

• Spatial and temporal scales

• Physical processes

Sometimes what is required is extending the equation 
set, and sometimes coupling tailored models is needed.

Three topics covered:

•Magnetosphere composition and ionospheric outflow

• Inner magnetosphere coupling

•Reconnection in global magnetosphere models

I will cover these topics from a global modeling 
perspective.



larger, the effective k! 1=w for the reconnection process
decreases. Because the heavy whistler is mediating global
convection in the m̂h " 104 case, as the global convection
scale length increases, the global convection velocity
must decrease, throttling the reconnection rate.

The reconnection generates very different signatures
for the different m̂h. Figs. 2(b)–2(d) show the out-of-
plane By generated from the reconnection and the proton
flow vectors. The x line is located close to #x; z$ "
#10;%25:6$ in all three cases. Only a small fraction of
the total simulation is shown. The m̂h " 1 case shows the
usual quadrupolar structure generated by frozen-in elec-
tron flow [18]. For x > 45, the clean quadrupolar signa-
ture begins to change to a more complicated structure

with both positive and negative By due to the finite system
size. Because Vix is maximum at about x " 45, and for
greater x the slow-down of Vix causes a compression of Bz,
and the resulting Jy generates a By signature of the
opposite sign.

The m̂h " 16 case [Fig. 2(c)] shows signatures of both
the light and heavy whistler. For x < 40 a narrow band of
positive By associated with the light whistler is present. A
cut of By, Vix, and Vhx at x " 20 is shown in Fig. 3. This
By spike has a main length scale of about a di, which is
roughly consistent with the light whistler cutoff scale of
ds " 0:8 for this simulation. Like the usual two-species
whistler, the in-plane current generating this By is due to
counterstreaming parallel electron beams upstream and
downstream of the By perturbation. There is a long tail of
By upstream of the spike (z >%23:5) in Fig. 3(a), though,
which is not present in the two-species case. The proton
outflow shows a peak on the symmetry axis like the two-
fluid case, and its velocity is much larger than the O&

velocity.
The quadrupolar By becomes dominated by the heavy

whistler for x > 40 in the m̂h " 16 case. The By signature
broadens out substantially because dh " 5 for this simu-
lation, and the current which generates it is carried by
both the ions and electrons. Figure 4(a) shows comparison
slices for the m̂h " 1 and 16 cases at x " 55:0. The main
positive By spike is substantially wider in the m̂h " 16
case, although it is not 5 times wider as might be expected
from a comparison of dh to di. The x velocities reveal
another key signature, as shown in Fig. 4(b) for m̂h " 16.
The parallel ion flows from the heavy whistler associated
with By lead to a negative Vix at about z " %17. Also, the
ion flow no longer is maximum at the symmetry line, but
instead peaks off axis at around z " %20:5. On the sym-
metry line, Vhx is somewhat larger than Vix. Vix is about 4
times slower in the m̂h " 16 case than in the m̂h " 1 case.
The off axis peak of Vix and the substantial negative Vix
(about 1=3 of maximum ion outflow) do not occur unless
the heavy whistler is active.

In the case with m̂h " 104, the heavy ions are immov-
able and the heavy whistler is dominant at the global
scales in the simulation as seen in Fig. 2(d). The main
peak of By is quite wide, and there is a nonzero By out to

FIG. 2 (color online). (a) Reconnection rates. (b)–(d) By with
proton flows, (b) m̂h " 1 and t " 500, (c) m̂h " 16 and t "
650, (d) m̂h " 104 and t " 650.

FIG. 3. For the O& case, a cut along z at x " 20:0: (a) By and
(b) Vix and Vhx. The vertical dotted line is the symmetry axis
(z " %25:6).
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The outflow is located throughout the simu-
lated auroral oval, with a peak in the premidnight
sector (Fig. 1). The dawn-dusk asymmetry is a
consequence of the asymmetry in the precipitation-
induced ionospheric conductance derived from
LFM’s electron precipitation model. The night-
side morphology resembles statistical maps of
both Alfvénic Poynting flux (27) and O+ outflow
flux (28) derived from satellite data; however,
these simulations do not produce the persistent
O+ outflow fluxes typically observed in the day-
side cusp. This difference is possibly due to the
steady solar wind conditions in the simulations,
which do not generate significant time-variable
perturbations of the dayside magnetic field and
accompanying Alfvén wave power flowing into
the cusp ionosphere. Other simulations using a
heuristic model for cusp outflows show that their
interaction with the M-I system is weak because
the bulk of the cusp outflow intersects the plasma
sheet tailward of the nightside reconnection line
(33). Thus, cusp O+ outflows are not expected to
change the qualitative nature of the results re-
ported here.

Themagnetosphere in the baseline simulation
(no outflow, a = 0) settles into an SMC state, with
magnetic reconnection occurring in the nightside
plasma sheet at a tailward distance of approxi-
mately 25 RE. The inclusion of O+ outflow in-
flates the magnetotail and causes reconnection to
migrate further tailward. For a = 1 (run A), the
tail is more dynamic, with nightside reconnection
variably located between 30 and 45 RE. Despite
this increased variability, the system remains in
an SMC state. As the outflow fluence increases in
runs B to F, the nightside field lines becomemore
stretched, and nightside reconnection migrates
even further tailward to 50 to 65 RE. This stretch-
ing originates from the additional pressure of the
magnetospheric O+ population, which enhances
both the “ballooning” pressure force and the dia-
magnetic ring current that shears the ambient
magnetic field. Both effects distend and stress the
magnetic field lines. It is not clear at this point
which is dominant. For sufficiently high outflow
fluence, the nightside field lines are stressed to
the point of inducing plasmoid ejection. The now
unbalanced magnetic field tension forces the
fluid and embedded field Earthward to dipolarize
in the inner region. This release of stored energy
is manifested as a substorm. A large fraction of
the O+ fluid is lost downstream in the plasmoid
and to the magnetopause during the convective
surge associatedwith the substorm. The nightside
ionospheric outflow then continues to fill the in-
ner magnetosphere, stretching the field lines once
again, resulting in another substorm (fig. S2).

We analyzed the simulation magnetic incli-
nation angle near geostationary orbit to estimate
the substorm periodicity and to compare the sim-
ulation results with sawtooth substorms observed
in satellite data (Fig. 2). The baseline run 0 and
run J exhibit SMC behavior, whereas the other
three cases (C, H, and I) in Fig. 2 exhibit
sawtooth oscillations with decreasing period and

Fig. 1. Morphology of
ion outflow from simula-
tionC,averagedover1hour,
starting 3 hours after the
simulation startup period.
The auroral oval, defined
by Feldstein (white) (42),
is superimposed. For ref-
erence, the flux has been
mapped along field lines
to the ionosphere using
FO+/Bd = constant (Bd is
the magnitude of the di-
pole magnetic field).
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Fig. 2. Simulated magnetic inclination angle, qi = sin−1(Bz/B), as a function of simulation time at 2330
MLT, (x2 + y2)1/2 = 6.6 RE, and z = 0.5 RE. Bz and B are the z-component and total field magnitude at the
simulation measurement point. Comparisons are shown for runs 0, C, G, H, and I.

Table 1. Simulation parameters: Bold numbers indicate simulations with quasi-steady convection;
nonbold numbers indicate simulations with quasi-periodic behavior. The solar wind density and tem-
perature are constant at 5/cm3 and 10 eV, and Earth’s dipole tilt angle is zero. The mean fluence 〈FTOT〉 was
derived from a 20-hour average in each simulation.

Run VSW
(km/s) Bz (nT) a e 〈FTOT〉 1026/s

0 400 –10 0 3.7 0
A 400 –10 1 3.7 0.46
B 400 –10 2.14 3.7 1.18
C 400 –10 3.80 3.7 2.36
D 400 –10 5.32 3.7 3.55
E 400 –10 6.76 3.7 4.80
F 400 –10 12.0 3.7 9.59
G 200 –10 3.80 1.5 1.08
H 600 –10 3.80 6.4 4.02
I 400 –5 3.80 1.9 1.36
J 400 –2.5 3.80 0.9 0.79
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First Multifluid MHD Modeling of the 
Magnetosphere

Winglee [1998], first MFMHD simulations of the magnetosphere.

Investigated geopause boundaries where the contributions to the 
magnetospheric density or pressure from the ionosphere equals that from the 
solar wind.

WINGLEE: THE GEOPAUSE 4443 
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Figure 2. The density geopauses corresponding to Figure 1, except the ordering is by B• IMF rather than by time. The 
top panels show views from the dawn side while the bottom shows views from the nightside with the surface being cut at 
x : -15 R•. 

In contrast, the plasma of solar wind or magnetosheath 
origin shows much greater penetration into the LLBL and 
provides much of the density for the plasma sheet. The 
magnetosheath entry is via high-latitude reconnection dur- 
ing northward IMF where field lines loaded with solar wind 
plasma become attached to the dayside magnetosphere. The 
subsequent convection of these reconnected field lines into 
the nightside leads to the high densities at the LLBL and 
plasma sheet. The presence of a small negative B• IMF 
causes a fractional enhancement in the southern hemispheric 
densities relative to the northern hemisphere. 

During southward IMF (Figure lb), there is enhanced 
convection of ionospheric plasma out of the polar caps re- 
gions. As a result, the density in the lobes is substantially 
increased, leading to an enhanced ionospheric contribution 
to the plasma sheet. In addition, dayside plasmaspheric 
plasma is increasingly convected towards the magnetopause, 
then around the flanks along the LLBL, and into the night- 
side to produce an equatorial bulge in the plasma sheet con- 
tributions. 

At the same time the magnetosheath plasma is seen to 
become substantially depleted in density, particularly in the 
center of the current sheet, while there is increased penetra- 
tion into the lobes. This change in the contributions arises 
from the suppression of high latitude reconnection and en- 
try into the LLBL. Entry into the magnetosphere via the 
mantle is possible but the plasma has limited access to the 
plasma sheet. 

When the IMF is strongly northward (Figure lc), the 
ionospheric outflows are strongly suppressed due to the re- 
duction in cross-polar cap potential. The refilling of the 
magnetosphere is again via magnetosheath entry through 
the LLBL. 

The question of which of the two plasma sources actually 
dominates the dynamics can be answered by considering the 
geopause. The density geopauses for the cases in Figure 1 
are shown in Figure 2, with the ionospheric source being the 
primary contributor to the plasma inside the surface; and 
the solar wind plasma the dominant contributor outside the 

surface. The ordering has been changed to show that IMF 
B• provides a natural ordering of the results. 

For northward IMF the ionospheric source is the pri- 
mary contributor .to the plasmasphere and to the central 
lobe regions. While the ionospheric contributions to the 
lobe plasma can extend several tens of R• down the tail, 
its is highly restricted in extent being limited to between 
y _ +4 R•. The plasma sheet for these conditions is domi- 
nated by the solar wind source. 

As IMF B• is reduced to zero (Figures 2c and 2d), the 
corresponding enhancement in the convection of ionospheric 
plasma into the magnetosphere is seen as (1) an extension 
of the plasma on the dayside, (2) a broadening of the contri- 
butions to the lobe, and (3) convection of this plasma into 
the plasma sheet so that the ionospheric source can be the 
dominant contribution to the plasma sheet between 10 and 
50 R• in a restricted regio n across the tail for y _ +5 R•. 

For strongly southward IMF (Figures 2e and 20, the in- 
fluence of the ionospheric source is seen to further expand 
in y across the tail to about +10 R• which represents about 
a third to a half of the distance to the nightside magne- 
topause. At the same time, the geopause moves down the 
tail to about 65 R•. These results show that for at least 
some of the time, particularly for southward IMF, the iono- 
spheric source can be an important contributor to not only 
the lobe plasma but also to the plasma sheet. 

There is a second geopause, the pressure geopause (Fig- 
ure 3), which is crucial to understanding which of the two 
populations supplies hot plasma that provides pressure bal- 
ance. It can extend much further down the tail. This dif- 

ference between the density and pressure geopauses is very 
important. The region inside the density geopause but out- 
side the pressure geopause indicates regions where the iono- 
spheric source is primarily supplying cold plasma. This re- 
gion in the present cases primarily corresponds to the lobe 
regions. Conversely, if the region is outside the density 
geopause, but inside the pressure geopause, then the iono- 
spheric source is primarily supplying the hot plasma. In 
Figure 3 this region appears as the central current sheet in 

Winglee, [1998]	





10 years later…

Both LFM and BATS-R-US global magnetosphere models now have multi fluid 
capabilities  

Used to investigate consequences of ionospheric outflow.

the density, but during one event observed by Cluster near
4 RE, the density was given as 0.1 cm−3 with an upward
velocity of 100 km/s, corresponding to a flux of 106/cm2 s.
The climatological O+ fluxes reported by Lennartsson et al.
[2004] for Polar perigee passes near 2 RE geocentric peak at
about 108/cm2 s when projected to 300 km altitude assuming
flux conservation. This peak flux would map to a value of
107/cm2 s at the Polar perigee altitude. Using FAST satellite
data taken near 4000 km altitude, Strangeway et al. [2005]
report cusp‐region fluxes ranging from 106 to 109/cm2 s
during the 24–25 September 1998 storm interval. Bouhram
et al. [2004] note that the density and flux of the outflow
vary significantly with solar cycle, while the parallel velocity
and temperature exhibit less variance with solar cycle.
[11] Given the range of fluxes and velocities reported by

these studies, we have chosen to conduct simulations with
three different specifications of the outflow parameters. In
the first simulation, we target a flux of 109/cm2 s by set-
ting the outflow velocity to be 20 km/s with a density of
500 cm−3. In the second simulation we maintain the same
flux but increase the outflow velocity to 50 km/s, which

requires us to reduce the density in the outflow region to
200 cm−3. In the third simulation we reduce the flux to
107/cm2 s by keeping the velocity at 20 km/s but reducing
the density to 5 cm−3. In all cases we keep the O+ temper-
ature in the outflow cells fixed at 10 eV. Because the first
simulation has a slow outflow velocity and flux of 109, we
will refer to it as the SFE9 run. The second simulation has a
fast outflow velocity, so we will refer to it as the FFE9 run,
and following this same convention the third simulation run
will be called the SFE7 run.
[12] The MFLFM model with two ion fluids is used to

study the effects of outflow. The first fluid is the solar wind
plasma composed of protons. The density, velocity, and
sound speed of this plasma are held fixed during simulation
intervals at 5 cm−3, 400 km/s, and 40 km/s, respectively.
At the beginning of the simulation (0000 ST) the IMF is
southward at 5 nT and remains so for 1 h before turning
northward. At 0200 ST the IMF points southward again and
remains southward for the remainder of the simulation. Also
at 0200 ST the O+ fluid first begins flowing into the simu-
lation domain from the outflow boundary region for each of

Figure 2. A comparison of the magnetospheric configuration for a run (left) without and (right) with
O+ outflow. (top) The configuration during the first substorm interval. (bottom) A second substorm is
only seen in the SFE9 outflow simulation.
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Wiltberger et al, [2010]	



Glocer et al, [2009]	





Alternatives to Multifluid MHD

Using MHD simulation to provide the fields and using test particles to track 
outflow.

Advantages: Test particles include non-fluid effects.

Disadvantage: Fields do not evolve consistently with particle distributions. 

Moore et al, [2010]	



solar wind interval having large variations are shown in
Figure 2. For this event, we simulated a 30 h period of
response, as shown in Figure 3.
[11] Within the LFM simulation of solar wind plasmas, as

previously reported [Moore et al., 2005, 2007, 2008], we
model the behavior of polar wind, auroral wind and plas-
maspheric wind plasmas, as well as their supply of plasma
to the ring current for this event [Fok et al., 2006], using
single particle Monte Carlo calculations. We treat the polar
wind protons as flowing outward along magnetic flux tubes
everywhere outside the plasmapause. We treat the auroral
wind as an O+ outflow that is embedded within the polar
wind, and we accelerate both polar wind protons and auroral
wind oxygen according to parallel potential drops derived
from the Lyons [1981] version of the Knight relationship
and driven by the intensity of upward coupling currents
imposed by the LFM simulation at the ionospheric bound-
ary. We treat the plasmasphere as an emissive surface
through which proton flux drifts as determined by the
modeled density on the surface and convective flow speed
across it, as described in the papers cited above. Briefly, ion
starting points were randomly distributed in latitude and
local time on the ionospheric and plasmaspheric boundaries.
Initial velocities were randomly selected from a range
matching observed ion thermal speeds, which also scale
with the Poynting flux in the auroral wind context, ac-
cording to R. J. Strangeway (personal communication,
2007). Initial pitch angles were selected randomly from a
range corresponding to the local ratio of thermal to parallel
flow speeds. Initial gyrophases were selected randomly from
the full range of 360° around the local convection flow
speed, as specified by the global simulation. The trajectories
were computed and recorded in a database until the particles
either entered the atmosphere or escaped from the simula-
tion space, using the full equations of motion and a com-
putation process described by Delcourt et al. [1993].
[12] Particle weightings follow the method of Moore et al.

[2005]. Briefly, for each particle in a particular simulation
spatial bin, the particle velocity and transit time for that bin

are calculated. For a particle passing through a particular
bin, the particle contribution to density in this bin is the
transit time (T), divided by the bin volume (L3), times the
source fluence (T−1) for ions of the specified velocity.
Source fluence (T−1) for each ion is computed directly from
the source flux (or density x flow; L−2T−1) of the source
plasma across the source boundary, multiplied by the area

Figure 2. WIND observations of the solar wind conditions
for a 10 h period on 24–25 September 1998, showing the
details of the storm driver period. After Peroomian et al.
[2006].

Figure 1. Schematic diagram of the models used to simulate the featured event.

MOORE ET AL.: GLOBAL RESPONSE TO LOCAL IME A00J14A00J14

3 of 11

polar outflows at low pressure (0.01 to 0.1 nPa), and their
accumulation into the plasma sheet, especially evident in the
YZ and XY planes. In the latter, a substantial accumulation
can be seen to encircle the Earth, with pressure approaching
that of the solar wind protons, in the range from 1 to 10 nPa.
The pressure of polar wind proton plasmas is much lower, in
the range 0.01 to 0.1 nPa. Thus, we can anticipate that the
principal sources to the ring current and inner magnetosphere
to be solar wind protons and auroral wind oxygen.
[25] To illustrate the auroral wind participation in the

inner magnetospheric plasma pressure distribution, we show
in Figure 9 the relevant pressure distributions, at a point near
the maximum of the Dst magnitude, at about −200 nT, for
both O+ and solar wind protons. Clearly both are contrib-
uting significantly to the inner magnetospheric pressure
distribution at the storm peak.
[26] Next we examine the total/integral plasma energy

content of the inner magnetosphere, defined as the region
inside the CRCM simulation boundary at L = 8. The result
of integrating total particle content over this volume is
shown in Figure 10. An increase in solar wind H+ content
inside the inner magnetosphere clearly results. A smaller but
comparable increase in the auroral wind (O+) content also
occurs, albeit with a delay relative to the solar wind content
of perhaps 6 h. The former is relatively prompt owing to its
continuous presence in the magnetospheric lobes and mag-

Figure 8. Simulated distribution of O+ ion pressure during the simulated storm growth phase.

Figure 7. Temporal development of simulated auroral
wind outflow fluence (left axis) computed for the 24–
25 September 1998 simulation period by this study and
by Peroomian et al. [2006], compared with DST (inverted,
right axis).

MOORE ET AL.: GLOBAL RESPONSE TO LOCAL IME A00J14A00J14
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Representing the Ionospheric Source

There are pretty much three ways:

1) Just specify an inner boundary density and let the pressure gradients 

and diffusion handle it. (Winglee et al. [2004], Welling et al. [2013] 

2) Use of an empirical model


• Easy to implement and reasonable representation of source

• Great for use a source for understanding consequences of outflow

• No physics so not good for studying causes of outflow


3)  First principles modeling (Glocer et al [2009 & 2012])

• Great for trying to understand physics of outflow

• Computationally expensive lots of physics to account for

STRANGEWAY ET AL. [2005]



More and More Outflow Models are 
being Merged

Courtesy of D. Welling	
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Pathways of Ionospheric Outflow

• Superthermal Electrons (SEs) can reduce the potential barrier.

• Centrifugal force due to field line convection and curvature change.

• Transverse heating of ions at a result of WPI.

• Ponderomotive forces of Alfven waves.

• Other less discussed mechanisms include FACs driving E|| and low 

altitude frictional heating driving upwelling.
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Effect of SEs on Outflow

Studies including photoelectrons are primarily O+ to high 
altitude as photoelectron concentration increases.

Secondary electrons act just as photoelectrons do.
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Wave-Particle Interactions in Outflow

Barakat and Schunk, [2006]	



(bottom panel) the density ratio (nO+/nH+) ! 1 in general.
However, there are few spots where O+ is an order of
magnitude more abundant than H+. As we consider higher
altitudes, the O+ relative abundance decreases. We also
notice that there is a general tendency for (nO+/nH+) to
decrease in the subauroral region, especially at higher
altitudes. This trend may be due to the absence of the
WPI and magnetospheric hot electrons, which enables O+ to
overcome the gravitational force and reach higher altitudes
within the other two regions (polar cap and auroral oval).
We notice that there are two pronounced local minima in the
dusk/midnight sector of the polar cap and in the dusk sector
of the subauroral regions. The basic physics behind this
phenomenon can be understood via the following simple
argument. The fluid features of the ions behavior dominate
at low altitudes. On the other hand, there are time lags
between the driving mechanisms and the plasma response
due to many factors (e.g., chemical reactions, plasma
transport, heat capacity, inertia, etc.) with different time-
scales. As a result of these two factors, the ions tend to
display a delayed response to the driving mechanisms and
overshoot/undershoot their equilibrium conditions. There-
fore as the plasma enters the dayside auroral oval, the
electron temperature, the WPI, and the low-altitude ion
energization change in a manner that favors an O+/H+

density ratio enhancement. By the time a delayed response
(with overshooting) of O+/H+ density ratio reaches a max-
imum, the plasma moves well into the polar cap (as shown
in the figure). Within the polar cap, the physical conditions
change such that they tend to decrease the O+/H+ density
ratio, with a delay and undershooting, causing the local
minimum within the polar cap. The same phenomenon
occurs as the plasma drifts across the nightside auroral oval
and the subauroral region. Since the conditions within the
subauroral region favor a lower O+/H+ density ratio than in
the polar cap, the local minimum in the latter is shallower.
[22] At UT = 4.5 hours (not presented here), i.e., in the

middle of the storm growth phase, the picture is very similar
to that in Figure 1a. This reflects the time delay between the
commencement of the storm and the response of the iono-
spheric ions. As the storm reaches its peak (Kp = 6) at UT =
5.0 hours, the change of nO+/nH+ becomes very pronounced,
as shown in Figure 1b. At lower altitudes (1500 km), O+ is
the dominant ion almost everywhere in the auroral oval and
polar cap regions. Moreover, there is a wide region that is
generally associated (but not coincident) with the auroral
oval and the poleward edge of the cusp, where nO+/nH+ "
102. The enhanced O+ relative abundance during the storm
is due to two factors. First, variation of the lower boundary
conditions (of the mac-PIC model) which are supplied by
the fluid-like model. Second, the increase of the auroral oval
size and hence the time during which a plasma-filled flux
tube is exposed to the enhanced energization associated
with auroral conditions. However, our simulation does not
account for a third factor that may further enhance the storm
effect. During large values of Kp, the energization mecha-
nisms (e.g., WPI) become more intense, and hence the
simulation is expected to underestimate the storm effect.
[23] The middle panel of Figure 1b shows that at an

altitude of 2500 km, the nO+/nH+ ratio shows similar char-
acteristics to those at lower altitudes. For instance, the O+

relative abundance is generally enhanced everywhere,

Figure 1d. A snapshot of the O+-to-H+ density ratio, nO+/
nH+ , at the end of the storm maximum phase (UT =
6.0 hours), and at select altitudes, namely 1500 km,
2500 km, and 18,000 km, from bottom to top, respectively.
The format is the same as that in Figure 1a.

A12314 BARAKAT AND SCHUNK: 3-D MODEL OF THE GENERALIZED POLAR WIND

6 of 14

A12314

Journal of Geophysical Research: Space Physics 10.1002/2014JA020769

Figure 1. MIX input parameters mapped to 100 km altitude. The panels plot the electrostatic potential (without corota-
tion), precipitating electron number flux, and characteristic energy. The dashed white lines are spaced 10◦ in magnetic
colatitude. In each panel 12 MLT is at the top and 6 MLT is to the right.

vertical extent of the region is comparable to the 2000 to 8000 km altitude heating wall simulated by
Knudsen et al. [1994]. The horizontal thickness is much larger than the 30 km wide heating wall considered
by Knudsen et al. [1994], but comparable to the 1◦–2◦ wide heating regions modeled by Dubouloz et al.
[1998] and Bouhram et al. [2004]. After t=0 the promotion rate is set to a constant Υ=3×10−3 s−1 in the
heating region. This value was chosen such that it gives a total outflow rate of ∼ 1025 ion/s. The changes in
the results with changes in Υ and z0 are discussed later. For the convection pattern in Figure 1 flux tubes
take roughly !=125 s to traverse the 2◦ heating region. This time is short compared to the 500 s residence
time assumed by Bouhram et al. [2004] because the convection speed is so fast.

In order to investigate the variations in outflow with variations in convection, the simulations described
below artificially scale the E × B drifts by a time-dependent scaling factor,

f (t) =
⎧
⎪
⎨
⎪⎩

1 t < 2 h
1 − 0.75

4 h
(t − 2 h) 2 h ≤ t < 6 h

1 − 0.75 cos
[

2"
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(t − 6 h)
]

t ≥ 6 h
. (5)

Simulation 1 consistently uses the scaled drifts in the convection, centrifugal acceleration, and frictional
heating terms. Simulations 2 and 3 are a nonself-consistent numerical experiments in which the scaled drifts
are used in some terms, and the unscaled drifts are used in the other terms. Simulation 2 uses the scaled
drifts in all of the terms except the frictional heating terms, and simulation 3 uses the scaled drifts in only
the frictional heating terms.

All three simulations are identical through t = 2 h. Figure 2 shows parameters of the nonthermal fluid in
the noon-midnight plane at time t = 2 h from simulation 1. Convection drags the energized ions out of the
heating region and creates an ion fountain extending across the pole [c.f. Lockwood et al., 1985]. The highest
perpendicular energies and parallel velocities appear at the upper boundary just poleward of the heating
region. The perpendicular energies downstream of the heating region become small because without
the continued transverse heating, the mirror force quickly transforms perpendicular energy into parallel
velocity. Although the nonthermal ions in the simulation are always outflowing, these are a small fraction
of the total O+ population. The parallel velocities of the thermal O+ ions at 850 km in the simulation (not
shown) are generally upward over the cusp and auroral regions and downward over the polar cap, and thus
in qualitative agreement with statistics on bulk ion flows at 850 km from DMSP [Redmon et al., 2010].

Figure 2. Nonthermal ion parameters in the SM XZ (noon-midnight) plane at t = 2 h. The dayside is to the left. The thick
black lines outline the heating region. Gray regions denote areas where the nonthermal ion density is zero.
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• The solution along multiple flux tubes are 
followed to find the 3D solution. 


• A hybrid solution with macroscopic PIC ions.

• The wave heating terms are empirical based 

on DE observations.

• Eight moment fluid solution for the outflow 
on Eulerian grid. 


• A separate energized fluid is tracked to 
include wave heating.

(bottom panel) the density ratio (nO+/nH+) ! 1 in general.
However, there are few spots where O+ is an order of
magnitude more abundant than H+. As we consider higher
altitudes, the O+ relative abundance decreases. We also
notice that there is a general tendency for (nO+/nH+) to
decrease in the subauroral region, especially at higher
altitudes. This trend may be due to the absence of the
WPI and magnetospheric hot electrons, which enables O+ to
overcome the gravitational force and reach higher altitudes
within the other two regions (polar cap and auroral oval).
We notice that there are two pronounced local minima in the
dusk/midnight sector of the polar cap and in the dusk sector
of the subauroral regions. The basic physics behind this
phenomenon can be understood via the following simple
argument. The fluid features of the ions behavior dominate
at low altitudes. On the other hand, there are time lags
between the driving mechanisms and the plasma response
due to many factors (e.g., chemical reactions, plasma
transport, heat capacity, inertia, etc.) with different time-
scales. As a result of these two factors, the ions tend to
display a delayed response to the driving mechanisms and
overshoot/undershoot their equilibrium conditions. There-
fore as the plasma enters the dayside auroral oval, the
electron temperature, the WPI, and the low-altitude ion
energization change in a manner that favors an O+/H+

density ratio enhancement. By the time a delayed response
(with overshooting) of O+/H+ density ratio reaches a max-
imum, the plasma moves well into the polar cap (as shown
in the figure). Within the polar cap, the physical conditions
change such that they tend to decrease the O+/H+ density
ratio, with a delay and undershooting, causing the local
minimum within the polar cap. The same phenomenon
occurs as the plasma drifts across the nightside auroral oval
and the subauroral region. Since the conditions within the
subauroral region favor a lower O+/H+ density ratio than in
the polar cap, the local minimum in the latter is shallower.
[22] At UT = 4.5 hours (not presented here), i.e., in the

middle of the storm growth phase, the picture is very similar
to that in Figure 1a. This reflects the time delay between the
commencement of the storm and the response of the iono-
spheric ions. As the storm reaches its peak (Kp = 6) at UT =
5.0 hours, the change of nO+/nH+ becomes very pronounced,
as shown in Figure 1b. At lower altitudes (1500 km), O+ is
the dominant ion almost everywhere in the auroral oval and
polar cap regions. Moreover, there is a wide region that is
generally associated (but not coincident) with the auroral
oval and the poleward edge of the cusp, where nO+/nH+ "
102. The enhanced O+ relative abundance during the storm
is due to two factors. First, variation of the lower boundary
conditions (of the mac-PIC model) which are supplied by
the fluid-like model. Second, the increase of the auroral oval
size and hence the time during which a plasma-filled flux
tube is exposed to the enhanced energization associated
with auroral conditions. However, our simulation does not
account for a third factor that may further enhance the storm
effect. During large values of Kp, the energization mecha-
nisms (e.g., WPI) become more intense, and hence the
simulation is expected to underestimate the storm effect.
[23] The middle panel of Figure 1b shows that at an

altitude of 2500 km, the nO+/nH+ ratio shows similar char-
acteristics to those at lower altitudes. For instance, the O+

relative abundance is generally enhanced everywhere,

Figure 1d. A snapshot of the O+-to-H+ density ratio, nO+/
nH+ , at the end of the storm maximum phase (UT =
6.0 hours), and at select altitudes, namely 1500 km,
2500 km, and 18,000 km, from bottom to top, respectively.
The format is the same as that in Figure 1a.
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(bottom panel) the density ratio (nO+/nH+) ! 1 in general.
However, there are few spots where O+ is an order of
magnitude more abundant than H+. As we consider higher
altitudes, the O+ relative abundance decreases. We also
notice that there is a general tendency for (nO+/nH+) to
decrease in the subauroral region, especially at higher
altitudes. This trend may be due to the absence of the
WPI and magnetospheric hot electrons, which enables O+ to
overcome the gravitational force and reach higher altitudes
within the other two regions (polar cap and auroral oval).
We notice that there are two pronounced local minima in the
dusk/midnight sector of the polar cap and in the dusk sector
of the subauroral regions. The basic physics behind this
phenomenon can be understood via the following simple
argument. The fluid features of the ions behavior dominate
at low altitudes. On the other hand, there are time lags
between the driving mechanisms and the plasma response
due to many factors (e.g., chemical reactions, plasma
transport, heat capacity, inertia, etc.) with different time-
scales. As a result of these two factors, the ions tend to
display a delayed response to the driving mechanisms and
overshoot/undershoot their equilibrium conditions. There-
fore as the plasma enters the dayside auroral oval, the
electron temperature, the WPI, and the low-altitude ion
energization change in a manner that favors an O+/H+

density ratio enhancement. By the time a delayed response
(with overshooting) of O+/H+ density ratio reaches a max-
imum, the plasma moves well into the polar cap (as shown
in the figure). Within the polar cap, the physical conditions
change such that they tend to decrease the O+/H+ density
ratio, with a delay and undershooting, causing the local
minimum within the polar cap. The same phenomenon
occurs as the plasma drifts across the nightside auroral oval
and the subauroral region. Since the conditions within the
subauroral region favor a lower O+/H+ density ratio than in
the polar cap, the local minimum in the latter is shallower.
[22] At UT = 4.5 hours (not presented here), i.e., in the

middle of the storm growth phase, the picture is very similar
to that in Figure 1a. This reflects the time delay between the
commencement of the storm and the response of the iono-
spheric ions. As the storm reaches its peak (Kp = 6) at UT =
5.0 hours, the change of nO+/nH+ becomes very pronounced,
as shown in Figure 1b. At lower altitudes (1500 km), O+ is
the dominant ion almost everywhere in the auroral oval and
polar cap regions. Moreover, there is a wide region that is
generally associated (but not coincident) with the auroral
oval and the poleward edge of the cusp, where nO+/nH+ "
102. The enhanced O+ relative abundance during the storm
is due to two factors. First, variation of the lower boundary
conditions (of the mac-PIC model) which are supplied by
the fluid-like model. Second, the increase of the auroral oval
size and hence the time during which a plasma-filled flux
tube is exposed to the enhanced energization associated
with auroral conditions. However, our simulation does not
account for a third factor that may further enhance the storm
effect. During large values of Kp, the energization mecha-
nisms (e.g., WPI) become more intense, and hence the
simulation is expected to underestimate the storm effect.
[23] The middle panel of Figure 1b shows that at an

altitude of 2500 km, the nO+/nH+ ratio shows similar char-
acteristics to those at lower altitudes. For instance, the O+

relative abundance is generally enhanced everywhere,

Figure 1d. A snapshot of the O+-to-H+ density ratio, nO+/
nH+ , at the end of the storm maximum phase (UT =
6.0 hours), and at select altitudes, namely 1500 km,
2500 km, and 18,000 km, from bottom to top, respectively.
The format is the same as that in Figure 1a.
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The Missing role of Transverse 
Heating in Merging
W-P interactions have a strong effect on T⊥:


Starting at 1Re altitude in the cusp (5).

Starting at 2Re altitude in the polar cap (7).

In both cases the transverse heating 
increases with altitude. 


 Heating of T⊥increases the mirror force which 
can result in strong field aligned flows.

Typical MHD boundaries are at 1.5Re altitude  
misses a portion of the heating in the cusp. 

More importantly, MHD has an isotropic 
pressure which cannot account for transverse 
heating or the consequences. 

Current methods of merging rely entirely on the 
flux and completely neglect anisotropy. 

Barakat and Schunk [2001]
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Fig. 5. O!set H+ perpendicular temperature pro"les for the cases of no WPI and no magnetospheric electrons (top-left), magnetospheric
electrons only (top-right), WPI only (bottom-left), and both WPI and magnetospheric electrons (bottom-right). The rest of the physical
conditions are similar to the case presented in Fig. 2, and the format is similar to the bottom panel of Fig. 2.

are introduced. The magnetospheric electron population at
the lower boundary is assumed to be 100 times hotter than
the thermal electrons and constitute 1% of the total elec-
tron density at the starting point (a); that is, nho = 0:01(nto)a
and Th = 100(Tc)a. These hot electron parameters are held
constant at the lower boundary as the #ux tube of plasma
convects across the polar cap.

3.1. E!ects of WPI

In this subsection, we study the e!ect of the WPI on the
behavior of the plasma out#ow in the generalized polar wind.
In order to focus on the temporal features corresponding to
the WPI, we performed a run with the hot magnetospheric
electrons turned o!.
Fig. 2 shows the dynamic behavior of di!erent moment

pro"les for the H+ ions. The pro"les (1–10) represent snap-
shots that correspond to positions denoted by the larger dots
(1–10, respectively) on the trajectory shown in Fig. 1. The
time di!erence between consecutive snapshots is about 30
min. The pro"les corresponding to the subauroral, auroral,
and polar cap regions are represented by the dotted, dashed,
and solid curves, respectively. The two snapshots (3 and 7)
are of special interest, since they occur shortly after the tran-
sition between the subauroral and the cusp (position 3) and
between the cusp and the polar cap (position 7). At these
positions, the transient behavior is most pronounced.
The bottom panel of Fig. 2 shows the evolution of the

perpendicular temperature, T⊥(H+), pro"les in the di!erent

regions. In the subauroral region (curves 1 and 2), T⊥ de-
creases monotonically due to the adiabatic cooling, which
stems from the conservation of the "rst adiabatic invariant.
When the plasma enters the cusp region, the high level of the
WPI strongly energizes the ions in the perpendicular direc-
tion, overwhelming the adiabatic cooling. Since the strength
of the WPI increases with altitude, the resulting T⊥ pro-
"les become monotonically increasing with altitude after the
plasma is exposed to the cusp conditions long enough (that
is, pro"les 4–6). In the polar cap, the WPI levels are more
than an order of magnitude lower than those in the cusp,
as shown in Eqs. (3) and (4). Therefore, the perpendicular
adiabatic cooling is dominant at lower altitudes, while the
WPI heating dominates at higher altitudes. The T⊥ pro"les
form a minimum at about 2.5 RE geocentric distance for
the positions that are well into the polar cap region (8–10).
The above features are consistent with those found from the
steady-state models (Barghouthi, 1997; Barghouthi et al.,
1998).
The evolution of the drift velocity, u(H+), is shown in the

middle panel of Fig. 2. The pro"les at the di!erent points on
the trajectory are presented by o!set curves. The drift veloc-
ity, in the subauroral region, increases slowly with altitude
due to both the mirror force and the polarization electro-
static "eld Ep, as shown by pro"les 1 and 2. As the plasma
drifts well into the cusp region (pro"les 4–6), the WPI en-
ergization in the perpendicular direction is transferred into
the parallel direction due to the mirror force. This results in
a rapid increase of u(H+) with altitude. In the polar cap, the

Barakat and Schunk [2001]
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Fig. 1. A typical convection trajectory for a !ux tube of plasma
in the dawn sector. The solid, dashed, and dotted segments rep-
resent the sections where the plasma crosses the polar cap, the
cusp=auroral oval, and the subauroral regions, respectively. The
large dots represent positions where the snapshots of the veloc-
ity–moment pro"les are presented in Figs. 2–5. The time interval
between successive positions is about 30 mins.

3. Results

We have performed time-dependent mac-PIC simulations
for conditions similar to our previous studies (e.g., Barakat
et al., 1998b). The geomagnetic activity variation adopted in
this and our previous studies represents an idealized storm.
Initially, Kp was constant and equal to 1, then it increased
exponentially over a 1-h period from 1 to 6. This value was
maintained for another hour, and then it decreased expo-
nentially to 1 over a 4-h period, where it was held "xed
at 1 for the rest of the simulation. Note that the Kp vari-
ation we adopted was only used as a guide to obtaining
time-dependent convection and precipitation patterns (see
Schunk and Sojka, 1997). Further details of the transport
model are given by Demars et al. (1996b). In particular,
the ionospheric electrostatic "eld E has an average value of
∼ 40 mV=m and occasionally increases up to ∼ 200 mV=m.
This corresponds to horizontal ionospheric drift velocity of
an average value about 1 and up to 4 km=s. At 2000 km alti-
tude, the H+ density ranges between 10 and 103 cm−3 with
an average of ∼ 102 cm−3, and the O+ density ranges be-
tween 10−3 and 103 cm−3 with an average of ∼ 20 cm−3.
Also, the average ion and electron temperatures (at 2000
km) are ∼ 103 K and 2× 103 K, respectively.
We present the results for the same !ux tube trajectory

considered in Barakat et al. (1998b). A part of that trajectory
is shown in Fig. 1. The !ux tube starts within the subauroral

Fig. 2. O#set H+ density (top), velocity (middle), and perpendic-
ular temperature pro"les. The pro"les 1–10 correspond to the po-
sitions with the same tag in Fig. 1. The solid, dashed, and dotted
curves correspond to positions in the polar cap, cusp, and subau-
roral regions, respectively. The WPI levels in the polar cap and
the cusp region are given by Eqs. (3) and (4), respectively. The
other parameters at the lower boundary are supplied by the 3-D,
time-dependent, hydrodynamic model by Schunk and Sojka (1997).

ionosphere (4 : 20 MLT, and 65 magnetic latitude). It moves
sunward through the subauroral region (the "rst dotted seg-
ment), and then crosses the dayside auroral region (the "rst
dashed segment) where it turns antisunward. It moves an-
tisunward across the polar cap (the solid segment), and "-
nally it drifts sunward across the nightside aurora (second
dashed segment), and back into the subauroral region. The
plasma !ux tube traces another loop that is not shown here.
For the starting location (a), the boundary conditions are

held "xed and the mac-PIC model is run for a su$cient
length of time to arrive at a steady-state distribution of par-
ticles along the "eld line that is consistent with the lower
boundary conditions. After arriving at that steady-state con-
"guration, the mac-PIC model then “follows the trajectory,”
stepping forward in time, and allowing the plasma con"g-
uration to evolve with time. When the plasma crosses the
cusp and nightside aurora (dashed segments), the WPI is in-
troduced in accordance with Eq. (4). Also, when the plasma
traverses the polar cap, the WPI is introduced at the lower
level given by Eq. (3), and the hot magnetospheric electrons
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As an important extension to the classical (non-relativistic) case, we study the semirelativistic formulation. The semirel-
ativistic approximation assumes that the plasma flow speed and the sound speed are nonrelativistic, while the Alfvén speed
is relativistic. This is applicable for the case when the classical Alfvén speed is comparable or even larger than the speed of
light, for example in Jupiter’s and Saturn’s magnetospheres due to strong planetary magnetic fields. For problems with mod-
erate Alfvén speeds, the semirelativistic form of MHD equations is still useful because it can accelerate numerical conver-
gence to steady state solutions by artificially reducing the speed of light, which is known as the ‘‘Boris correction’’ in the
space plasma modeling community [8]. For single-fluid ideal MHD, the semirelativistic equation set as well as characteristic
waves were presented in [9].

This is the first time that a numerical model is built to solve the semirelativistic MHD equations with anisotropic ion pres-
sure and isotropic electron pressure. As a first step, we derive the dispersion relation and solve for the characteristic wave
speeds. The maximumwave propagation speed determines the maximum stable explicit time step according to the Courant–
Friedrichs–Lewy (CFL) stability condition. The maximum wave speed is also required for the Rusanov (or local Lax–Fried-
richs) scheme [10], while the fastest left and right wave speeds are needed for the Harten–Lax–van Leer (HLL) scheme
[11]. The anisotropic MHD equations are implemented into the BATS-R-US MHD code [12,13], which can solve various forms
of the MHD equations including Hall, semirelativistic, multi-species, multi-fluid and so on. The pressure anisotropy is the
latest capability of the BATS-R-US code.

The paper first presents the MHD equations for both classical and semirelativistic cases with anisotropic ion pressure and
isotropic electron pressure. In Section 3 the characteristic waves are explored for the semirelativistic approximation. The
classical case and the case without electron pressure are also obtained. Section 4 describes the numerical method. In Sec-
tion 5, we present verification tests using the BATS-R-US code. Section 6 contains our conclusions and plans for future work.

2. Equations

In the presence of anisotropic ion pressure and isotropic electron pressure, the pressure tensor can be written as [4,14]

P ¼ ðp? þ peÞIþ ðpk % p?Þbb ð1Þ

where I is the identity tensor and b = B/jBj is the unit vector along the magnetic field B. We define B = jBj as the magnitude of
the magnetic field for later use. The electron pressure is denoted by pe, while pk and p\ describe the parallel and perpendic-
ular ion pressure components with respect to the magnetic field. The average ion scalar pressure thus can be expressed as

p ¼
2p? þ pk

3
ð2Þ

which is the trace of the ion pressure tensor divided by 3.

2.1. Non-relativistic equations

We start with the equation set for non-relativistic MHD in the primitive-variable form

@q
@t

þ ðu &rÞqþ qðr & uÞ ¼ 0 ð3Þ

q @u
@t

þ qðu &rÞuþrðp? þ peÞ þr & ½ðpk % p?Þbb( þ
1
l0

B) ðr) BÞ ¼ 0 ð4Þ

@B
@t

þr) ½%ðu) BÞ( ¼ 0 ð5Þ

@pk

@t
þ ðu &rÞpk þ pkðr & uÞ þ 2pkb & ðb &rÞu ¼ 0 ð6Þ

@p?

@t
þ ðu &rÞp? þ 2p?ðr & uÞ % p?b & ðb &rÞu ¼ 0 ð7Þ

@pe

@t
þ ðu &rÞpe þ

5
3
peðr & uÞ ¼ 0 ð8Þ

where q and u represent the density and velocity, l0 is the permeability of vacuum, and the polytropic index is taken to be
5/3. Note that we assume that the ion and electron velocities are equal, thus we do not consider Hall MHD for this study.
Also, the collision terms which describe the interactions between ions and electrons as well as wave scatterings are all
neglected. Therefore, we are dealing with an ’ideal’ three-temperature MHD approximation, i.e., considering the ion parallel
pressure, ion perpendicular pressure and electron pressure seperately.

Compared to the isotropic MHD equations, the continuity Eq. (3) and the induction Eq. (5) remain the same. The momen-
tum Eq. (4) contains the pressure tensor (1) instead of the scalar pressure in the isotropic case. The ion pressure components
have their individual evolution Eqs. (6) and (7). In the absence of collision terms, the ratio between the two pressure com-
ponents might achieve unrealistic values. When implementing the equations into BATS-R-US, we add a relaxation term to
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Anisotropic MHD Equations
(Meng et al. [2012])

Mirror-like force, converts random 
perpendicular motion to organized 

parallel motion

+〈δP⊥/δt〉waves
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Including The Ring Current
Global MHD models do not include the drift physics 
required to capture the ring current.

Putting the two approaches together yields advantages for 
each. 

For the global MHD model:

• Improved representation of the inner magnetospheric pressure.

•Better region 2 currents.

•More accurate and consistent representation of the magnetic 
field.


For the ring current model:

•More accurate, consistent, representation of the magnetic and 
electric fields

•Dynamic and MLT dependent boundary



Coupling RCM and BATS-R-US

the total energy density e, which is the sum of the thermal,
kinetic, and magnetic energy densities.
[11] The state of the magnetosphere is controlled by

conditions in the solar wind and in the ionosphere. Solar
wind conditions are imposed as boundary conditions at the
upwind boundary of the simulation domain.

3. Description of the RCM

[12] TheRice ConvectionModel (RCM), a large numerical
computer code developed over 30 years at Rice University,
offers a self-consistent description of the electrodynamics
of the coupled inner magnetosphere-ionosphere system.
The code solves the time-dependent coupled equations of
plasma motion in the magnetosphere and of conservation
of current in the ionosphere. Descriptions of the algorithms
and numerical details have been provided by Harel et al.
[1981a], Sazykin [2000], and Toffoletto et al. [2003].
[13] The RCM modeling region in the magnetosphere

typically extends from just inside the magnetopause on the
dayside of Earth to the middle plasma sheet (!25 RE) on the
nightside. In this region, which is characterized by closed
magnetic field lines, the plasma is assumed to undergo slow
flow [Wolf, 1983]. The model represents the particle distri-
bution function by a number (typically on the order of 100)
of isotropic ‘‘fluids.’’ Each fluid is characterized by an
energy invariant ls, flux tube content hs and charge qs,
which are related to the kinetic energy Ws and number
density ns through the flux tube volume V =

R

ds/B:

ls ¼ WsV
2=3 hs ¼ nsV ð3Þ

(index s specifies a given energy invariant and chemical
species). Under these approximations, the RCM advects
each fluid using

@hs
@t

þ
B&rrrr Fþ Fc þ ls

qs
V'2=3

! "

B2
(rhs ¼ 'L: ð4Þ

F is the electric potential in the ionosphere where the
induction electric field is negligible, expressed in a
coordinate system that rotates with the planet; Fc is the
corotation potential, which converts the potential to a frame
that does not rotate with the Earth; the symbol L represents
explicit losses (typically due to charge exchange and
precipitation; outflow through the dayside magnetopause
is implicit in the RCM solution of the advection equations).
The Vasyliunas [1970] equation is used to calculate the
field-aligned current:

Jki ¼
1

2
b̂ (rrrrV &rrrrP; ð5Þ

where Jki is the current density into the northern
ionosphere, b̂ is a unit magnetic field vector, and the
right side is evaluated at the ionosphere. The pressure P is
given by (2/3)V'5/3Sslshs. The factor of 1/2 comes from
the assumption of symmetry between northern and southern
ionospheres. The potential distribution is computed from the
condition for current conservation at the ionosphere:

rrrr ( 'S
$
(rFþ jw

h i

¼ Jki sin Ið Þ; ð6Þ

where the operator rrrr acts on the two-dimensional iono-
spheric spherical shell, S

$
is a 2 & 2 conductance tensor, and

I is the dip angle of the magnetic field below the horizontal
plane. The jw term represents ionospheric current driven by
neutral winds and involves field line integrals of products of
wind velocities and conductances. The elements of the
conductance tensor are expressed through the field line
integrals of Pedersen (sP) and Hall (sH) conductivities with
integration extending from the bottom (90 km) to the top
(1000 km) of the ionosphere:

S
$

¼
Sqq Sqf

'Sqf Sff

0

@

1

A; ð7Þ

where Sqq =
R

ds sP/sin I, Sff = sin I
R

ds sP, Sqf ='Sfq =
R

ds sH. The components of jw can be similarly expressed in
terms of field line integrals.
[14] The boundary conditions for the particle density in

(4) are usually taken from statistical plasma sheet models or
from data from a geosynchronous particle detector if the
boundary is set at L = 6.6 [Sazykin et al., 2002]. Given
initial conditions, (4) is integrated in time with a short time
step (typically 1 to 5 s). Updated solutions to (4) are used to
compute the updated particle pressure distribution, which
provides the right-hand side of the elliptical equation (6),
using (5). Equation (6) is solved everywhere in the iono-
sphere from near the equator (L = 1.03) to the poleward
boundary. The magnitude of the electric potential on the
poleward boundary is controlled by solar wind conditions.
[15] For most RCM runs, the conductance S

$
is computed

from an IRI-90 ionospheric model and auroral enhancement
computed assuming 30% of the strong pitch angle scattering
limit and using the Robinson et al. [1987] formula to
calculate conductances; field-aligned potential drops are
usually neglected. However, for these first runs in which
the RCM is coupled to MHD, both codes assume simply
zero Hall conductance and a uniform Pedersen conductance
of 4 S in each hemisphere. Neutral winds are set to zero for
the present run, as are field-aligned potential drops.
[16] The RCM’s treatment of the equatorial electrojet

follows the approach of Blanc and Richmond [1980] using
the thin-band approximation, in which the zonal electric
field is assumed independent of latitude in the band and the
meridional current is assumed to be much less intense than
the zonal current. The new potential found from (6) is used
to advance the advection equations (4), closing the logical
loop. The RCM thus steps along in time, self-consistently
calculating the particle distribution and electric fields and
currents, driven by several inputs: the magnetic field con-
figuration and the potential drop and inflowing particle
fluxes on the high-latitude boundary.
[17] The RCM has successfully been used to explicate

major magnetospheric phenomena such as the development
of region-2 Birkeland currents which shield the magneto-
sphere [e.g., Jaggi and Wolf, 1973; Harel et al., 1981b], the
buildup and evolution of the storm-time ring current [e.g.,
Wolf et al., 1982; Spiro and Wolf, 1984; Sazykin et al., 2002;
Fok et al., 2003; Garner, 2003], formation and evolution of
the plasmasphere and plasmapause [e.g., Spiro et al., 1981;
Wolf et al., 1986], the penetration of convection electric
fields to low ionospheric latitudes [e.g., Spiro et al., 1988;
Fejer et al., 1990; Sazykin, 2000], the Harang discontinuity
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the total energy density e, which is the sum of the thermal,
kinetic, and magnetic energy densities.
[11] The state of the magnetosphere is controlled by

conditions in the solar wind and in the ionosphere. Solar
wind conditions are imposed as boundary conditions at the
upwind boundary of the simulation domain.

3. Description of the RCM

[12] TheRice ConvectionModel (RCM), a large numerical
computer code developed over 30 years at Rice University,
offers a self-consistent description of the electrodynamics
of the coupled inner magnetosphere-ionosphere system.
The code solves the time-dependent coupled equations of
plasma motion in the magnetosphere and of conservation
of current in the ionosphere. Descriptions of the algorithms
and numerical details have been provided by Harel et al.
[1981a], Sazykin [2000], and Toffoletto et al. [2003].
[13] The RCM modeling region in the magnetosphere

typically extends from just inside the magnetopause on the
dayside of Earth to the middle plasma sheet (!25 RE) on the
nightside. In this region, which is characterized by closed
magnetic field lines, the plasma is assumed to undergo slow
flow [Wolf, 1983]. The model represents the particle distri-
bution function by a number (typically on the order of 100)
of isotropic ‘‘fluids.’’ Each fluid is characterized by an
energy invariant ls, flux tube content hs and charge qs,
which are related to the kinetic energy Ws and number
density ns through the flux tube volume V =

R

ds/B:

ls ¼ WsV
2=3 hs ¼ nsV ð3Þ

(index s specifies a given energy invariant and chemical
species). Under these approximations, the RCM advects
each fluid using

@hs
@t

þ
B&rrrr Fþ Fc þ ls

qs
V'2=3

! "

B2
(rhs ¼ 'L: ð4Þ

F is the electric potential in the ionosphere where the
induction electric field is negligible, expressed in a
coordinate system that rotates with the planet; Fc is the
corotation potential, which converts the potential to a frame
that does not rotate with the Earth; the symbol L represents
explicit losses (typically due to charge exchange and
precipitation; outflow through the dayside magnetopause
is implicit in the RCM solution of the advection equations).
The Vasyliunas [1970] equation is used to calculate the
field-aligned current:

Jki ¼
1

2
b̂ (rrrrV &rrrrP; ð5Þ

where Jki is the current density into the northern
ionosphere, b̂ is a unit magnetic field vector, and the
right side is evaluated at the ionosphere. The pressure P is
given by (2/3)V'5/3Sslshs. The factor of 1/2 comes from
the assumption of symmetry between northern and southern
ionospheres. The potential distribution is computed from the
condition for current conservation at the ionosphere:

rrrr ( 'S
$
(rFþ jw

h i

¼ Jki sin Ið Þ; ð6Þ

where the operator rrrr acts on the two-dimensional iono-
spheric spherical shell, S

$
is a 2 & 2 conductance tensor, and

I is the dip angle of the magnetic field below the horizontal
plane. The jw term represents ionospheric current driven by
neutral winds and involves field line integrals of products of
wind velocities and conductances. The elements of the
conductance tensor are expressed through the field line
integrals of Pedersen (sP) and Hall (sH) conductivities with
integration extending from the bottom (90 km) to the top
(1000 km) of the ionosphere:

S
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Sqq Sqf

'Sqf Sff
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where Sqq =
R

ds sP/sin I, Sff = sin I
R

ds sP, Sqf ='Sfq =
R

ds sH. The components of jw can be similarly expressed in
terms of field line integrals.
[14] The boundary conditions for the particle density in

(4) are usually taken from statistical plasma sheet models or
from data from a geosynchronous particle detector if the
boundary is set at L = 6.6 [Sazykin et al., 2002]. Given
initial conditions, (4) is integrated in time with a short time
step (typically 1 to 5 s). Updated solutions to (4) are used to
compute the updated particle pressure distribution, which
provides the right-hand side of the elliptical equation (6),
using (5). Equation (6) is solved everywhere in the iono-
sphere from near the equator (L = 1.03) to the poleward
boundary. The magnitude of the electric potential on the
poleward boundary is controlled by solar wind conditions.
[15] For most RCM runs, the conductance S

$
is computed

from an IRI-90 ionospheric model and auroral enhancement
computed assuming 30% of the strong pitch angle scattering
limit and using the Robinson et al. [1987] formula to
calculate conductances; field-aligned potential drops are
usually neglected. However, for these first runs in which
the RCM is coupled to MHD, both codes assume simply
zero Hall conductance and a uniform Pedersen conductance
of 4 S in each hemisphere. Neutral winds are set to zero for
the present run, as are field-aligned potential drops.
[16] The RCM’s treatment of the equatorial electrojet

follows the approach of Blanc and Richmond [1980] using
the thin-band approximation, in which the zonal electric
field is assumed independent of latitude in the band and the
meridional current is assumed to be much less intense than
the zonal current. The new potential found from (6) is used
to advance the advection equations (4), closing the logical
loop. The RCM thus steps along in time, self-consistently
calculating the particle distribution and electric fields and
currents, driven by several inputs: the magnetic field con-
figuration and the potential drop and inflowing particle
fluxes on the high-latitude boundary.
[17] The RCM has successfully been used to explicate

major magnetospheric phenomena such as the development
of region-2 Birkeland currents which shield the magneto-
sphere [e.g., Jaggi and Wolf, 1973; Harel et al., 1981b], the
buildup and evolution of the storm-time ring current [e.g.,
Wolf et al., 1982; Spiro and Wolf, 1984; Sazykin et al., 2002;
Fok et al., 2003; Garner, 2003], formation and evolution of
the plasmasphere and plasmapause [e.g., Spiro et al., 1981;
Wolf et al., 1986], the penetration of convection electric
fields to low ionospheric latitudes [e.g., Spiro et al., 1988;
Fejer et al., 1990; Sazykin, 2000], the Harang discontinuity
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magnetic field and (2) through their indirect effect on the
MHD-computed Birkeland currents and ionospheric poten-
tial. The differences in the pressure in the MHD code for
the cases of coupling with the RCM and no coupling are
made more quantitative in Figure 3, which shows a line
plot of MHD pressures for the two runs along the negative
X-axis.
[27] The dramatic effect that the buildup of the inner

magnetospheric pressure has on the magnetic field solutions
in the MHD code can be clearly seen in Figure 4, which
shows MHD-computed pressures displayed in false colors
on the linear scale in the Y = 0 plane. Superimposed are
approximate magnetic field lines in white colors. Before
coupling (upper panel T = 0), the characteristic region on
the nightside where closed field lines meet those with both
ends connected to the interplanetary magnetic field in the
tail lobes (resembling an ‘‘X-line’’) is located at 12 RE. With
the RCM coupled (right panel), the particle pressure built up
in the inner magnetosphere causes overall inflation of the
magnetic field, with the interconnection region moving well
beyond 30 RE in the magnetotail.
[28] The inner-magnetospheric pressure distribution

shows a strong day-night asymmetry, with average pres-
sures on the nightside exceeding those on the dayside. That
characteristic was pointed out in early RCM runs by Wolf

[1974] and has been a feature of essentially all runs since
then. The same qualitative tendency exists in the observed
particle pressure [e.g., De Michelis et al., 1999]. There is a
corresponding asymmetry in the cross-field currents, with

Figure 2. Comparisons of LOG10 of plasma pressures computed with the coupled code at 0, 4, and
8 hours during a long period with interplanetary magnetic field (IMF) Bz = !5 nT. (top) Pressure
computed by BATS-R-US for coupled run. (bottom) RCM pressure for coupled run; both are plotted on
the RCM grid mapped to the equatorial plane. Top left panel T = 0 also represents the noncoupled result
or the instant before the coupling begins.

Figure 3. Comparison of MHD pressure computed along
the tail axis using the MHD code with and without coupling
to the RCM, for t = 8 hours.
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Birkeland currents, which increase the effective ionospheric
Pedersen conductance.

5.3. Response to a Northward Turning of the IMF

[35] At 0800 UT in the simulation, the IMF was
suddenly turned to 5 nT north to analyze the response
of the magnetosphere to an idealized change in the IMF
conditions for the coupled MHD-RCM code. Figure 9
shows pressures computed by the coupled code at
0800 UT and then subsequently at 0820, 0830, 0840,
0850, and 0900 UT. Pressures were computed by the
MHD code and are displayed in the equatorial plane. The
color scale saturates at the maximum value of 4 nPa. As
discussed in the previous section, at 0800 UT, there is a
well-formed partial ring current characteristic of inner
magnetospheric convection for southward IMF conditions.
As the IMF Bz turned northward, Figure 9 shows how the
magnetopause moves out in response. This is the
expected response, the opposite of the erosion that occurs
in response to a southward turning. Note also that the
ring current becomes more and more symmetric owing to
the fact that drift trajectories for the particles near the
inner edge of the plasma sheet that were previously open
now become closed. This is also an expected response; it
has been recently observed by the HENA instrument on
IMAGE spacecraft.
[36] Figure 10 shows the response of the inner magne-

tospheric potential distribution over the same 1-hour time

period. The potential is shown in the rotating ionospheric
frame for nine times between 0800 and 0920 UT. Equi-
potentials are spaced at 1 kV and they are color-coded with
the values according to the color legend on the right side
of the figure. Equipotentials with absolute values larger
than 27 kV are not shown to emphasize the subauroral
features. Note that the potential at 0810 UT is about the
same as at 0800 UT. The northward turning of the IMF
has had no effect, probably due to the time for the change
to be advected from the sunward boundary of the calcu-
lation to the nose of the magnetosphere. Overshielding,
characterized by a dusk-dawn electric field across much of
the magnetosphere, is evident from 0820 to 0910. This can
be seen as formation of secondary potential ‘‘vortices’’ on
the duskside and dawnside equatorward of the region of
antisunward flow.
[37] Overshielding was originally discovered and inter-

preted by Kelley et al. [1979] in observations by the Jica-
marca incoherent backscatter radar. It has been extensively
studied observationally by B. G. Fejer and collaborators
[e.g., Scherliess and Fejer, 1997] and also theoretically using
the RCM [Spiro et al., 1988; Fejer et al., 1990]. However, the
results presented in Figure 10 represent the first full computer
simulation of the overshielding effect, including both the
inner magnetospheric electrodynamics and the solar wind/
magnetosphere coupling.
[38] Kelley et al. [1979] originally associated the over-

shielding phenomenon with a reduction in the potential drop.

Figure 8. Polar cap potential drop versus time for the southward IMF period, for the coupled-code run
(left) and the non-coupled-code run (right). The non-coupled-code run reaches steady state within an hour
at about an 80 kV potential.

Figure 7. Ionospheric equipotentials (black lines) computed for three times in the period of southward
IMF. The corotation electric field is not included in the plot. Contour step is 4 kV. Birkeland currents are
also shown as color-coded plots. Dashed circles are drawn at 60, 70, and 80 degrees magnetic latitude.
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First coupling of ring current model to MHD

Advantages: Ring current drift and pressure effects now represented in global 
magnetosphere model.

Disadvantage: Only isotropic ring current distributions distributions. 



Coupling RCM and BATS-R-US

the total energy density e, which is the sum of the thermal,
kinetic, and magnetic energy densities.
[11] The state of the magnetosphere is controlled by

conditions in the solar wind and in the ionosphere. Solar
wind conditions are imposed as boundary conditions at the
upwind boundary of the simulation domain.

3. Description of the RCM

[12] TheRice ConvectionModel (RCM), a large numerical
computer code developed over 30 years at Rice University,
offers a self-consistent description of the electrodynamics
of the coupled inner magnetosphere-ionosphere system.
The code solves the time-dependent coupled equations of
plasma motion in the magnetosphere and of conservation
of current in the ionosphere. Descriptions of the algorithms
and numerical details have been provided by Harel et al.
[1981a], Sazykin [2000], and Toffoletto et al. [2003].
[13] The RCM modeling region in the magnetosphere

typically extends from just inside the magnetopause on the
dayside of Earth to the middle plasma sheet (!25 RE) on the
nightside. In this region, which is characterized by closed
magnetic field lines, the plasma is assumed to undergo slow
flow [Wolf, 1983]. The model represents the particle distri-
bution function by a number (typically on the order of 100)
of isotropic ‘‘fluids.’’ Each fluid is characterized by an
energy invariant ls, flux tube content hs and charge qs,
which are related to the kinetic energy Ws and number
density ns through the flux tube volume V =

R

ds/B:

ls ¼ WsV
2=3 hs ¼ nsV ð3Þ

(index s specifies a given energy invariant and chemical
species). Under these approximations, the RCM advects
each fluid using

@hs
@t

þ
B&rrrr Fþ Fc þ ls

qs
V'2=3

! "

B2
(rhs ¼ 'L: ð4Þ

F is the electric potential in the ionosphere where the
induction electric field is negligible, expressed in a
coordinate system that rotates with the planet; Fc is the
corotation potential, which converts the potential to a frame
that does not rotate with the Earth; the symbol L represents
explicit losses (typically due to charge exchange and
precipitation; outflow through the dayside magnetopause
is implicit in the RCM solution of the advection equations).
The Vasyliunas [1970] equation is used to calculate the
field-aligned current:

Jki ¼
1

2
b̂ (rrrrV &rrrrP; ð5Þ

where Jki is the current density into the northern
ionosphere, b̂ is a unit magnetic field vector, and the
right side is evaluated at the ionosphere. The pressure P is
given by (2/3)V'5/3Sslshs. The factor of 1/2 comes from
the assumption of symmetry between northern and southern
ionospheres. The potential distribution is computed from the
condition for current conservation at the ionosphere:

rrrr ( 'S
$
(rFþ jw

h i

¼ Jki sin Ið Þ; ð6Þ

where the operator rrrr acts on the two-dimensional iono-
spheric spherical shell, S

$
is a 2 & 2 conductance tensor, and

I is the dip angle of the magnetic field below the horizontal
plane. The jw term represents ionospheric current driven by
neutral winds and involves field line integrals of products of
wind velocities and conductances. The elements of the
conductance tensor are expressed through the field line
integrals of Pedersen (sP) and Hall (sH) conductivities with
integration extending from the bottom (90 km) to the top
(1000 km) of the ionosphere:

S
$

¼
Sqq Sqf

'Sqf Sff

0

@

1

A; ð7Þ

where Sqq =
R

ds sP/sin I, Sff = sin I
R

ds sP, Sqf ='Sfq =
R

ds sH. The components of jw can be similarly expressed in
terms of field line integrals.
[14] The boundary conditions for the particle density in

(4) are usually taken from statistical plasma sheet models or
from data from a geosynchronous particle detector if the
boundary is set at L = 6.6 [Sazykin et al., 2002]. Given
initial conditions, (4) is integrated in time with a short time
step (typically 1 to 5 s). Updated solutions to (4) are used to
compute the updated particle pressure distribution, which
provides the right-hand side of the elliptical equation (6),
using (5). Equation (6) is solved everywhere in the iono-
sphere from near the equator (L = 1.03) to the poleward
boundary. The magnitude of the electric potential on the
poleward boundary is controlled by solar wind conditions.
[15] For most RCM runs, the conductance S

$
is computed

from an IRI-90 ionospheric model and auroral enhancement
computed assuming 30% of the strong pitch angle scattering
limit and using the Robinson et al. [1987] formula to
calculate conductances; field-aligned potential drops are
usually neglected. However, for these first runs in which
the RCM is coupled to MHD, both codes assume simply
zero Hall conductance and a uniform Pedersen conductance
of 4 S in each hemisphere. Neutral winds are set to zero for
the present run, as are field-aligned potential drops.
[16] The RCM’s treatment of the equatorial electrojet

follows the approach of Blanc and Richmond [1980] using
the thin-band approximation, in which the zonal electric
field is assumed independent of latitude in the band and the
meridional current is assumed to be much less intense than
the zonal current. The new potential found from (6) is used
to advance the advection equations (4), closing the logical
loop. The RCM thus steps along in time, self-consistently
calculating the particle distribution and electric fields and
currents, driven by several inputs: the magnetic field con-
figuration and the potential drop and inflowing particle
fluxes on the high-latitude boundary.
[17] The RCM has successfully been used to explicate

major magnetospheric phenomena such as the development
of region-2 Birkeland currents which shield the magneto-
sphere [e.g., Jaggi and Wolf, 1973; Harel et al., 1981b], the
buildup and evolution of the storm-time ring current [e.g.,
Wolf et al., 1982; Spiro and Wolf, 1984; Sazykin et al., 2002;
Fok et al., 2003; Garner, 2003], formation and evolution of
the plasmasphere and plasmapause [e.g., Spiro et al., 1981;
Wolf et al., 1986], the penetration of convection electric
fields to low ionospheric latitudes [e.g., Spiro et al., 1988;
Fejer et al., 1990; Sazykin, 2000], the Harang discontinuity
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the total energy density e, which is the sum of the thermal,
kinetic, and magnetic energy densities.
[11] The state of the magnetosphere is controlled by

conditions in the solar wind and in the ionosphere. Solar
wind conditions are imposed as boundary conditions at the
upwind boundary of the simulation domain.

3. Description of the RCM

[12] TheRice ConvectionModel (RCM), a large numerical
computer code developed over 30 years at Rice University,
offers a self-consistent description of the electrodynamics
of the coupled inner magnetosphere-ionosphere system.
The code solves the time-dependent coupled equations of
plasma motion in the magnetosphere and of conservation
of current in the ionosphere. Descriptions of the algorithms
and numerical details have been provided by Harel et al.
[1981a], Sazykin [2000], and Toffoletto et al. [2003].
[13] The RCM modeling region in the magnetosphere

typically extends from just inside the magnetopause on the
dayside of Earth to the middle plasma sheet (!25 RE) on the
nightside. In this region, which is characterized by closed
magnetic field lines, the plasma is assumed to undergo slow
flow [Wolf, 1983]. The model represents the particle distri-
bution function by a number (typically on the order of 100)
of isotropic ‘‘fluids.’’ Each fluid is characterized by an
energy invariant ls, flux tube content hs and charge qs,
which are related to the kinetic energy Ws and number
density ns through the flux tube volume V =

R

ds/B:

ls ¼ WsV
2=3 hs ¼ nsV ð3Þ

(index s specifies a given energy invariant and chemical
species). Under these approximations, the RCM advects
each fluid using

@hs
@t

þ
B&rrrr Fþ Fc þ ls

qs
V'2=3

! "

B2
(rhs ¼ 'L: ð4Þ

F is the electric potential in the ionosphere where the
induction electric field is negligible, expressed in a
coordinate system that rotates with the planet; Fc is the
corotation potential, which converts the potential to a frame
that does not rotate with the Earth; the symbol L represents
explicit losses (typically due to charge exchange and
precipitation; outflow through the dayside magnetopause
is implicit in the RCM solution of the advection equations).
The Vasyliunas [1970] equation is used to calculate the
field-aligned current:

Jki ¼
1

2
b̂ (rrrrV &rrrrP; ð5Þ

where Jki is the current density into the northern
ionosphere, b̂ is a unit magnetic field vector, and the
right side is evaluated at the ionosphere. The pressure P is
given by (2/3)V'5/3Sslshs. The factor of 1/2 comes from
the assumption of symmetry between northern and southern
ionospheres. The potential distribution is computed from the
condition for current conservation at the ionosphere:

rrrr ( 'S
$
(rFþ jw

h i

¼ Jki sin Ið Þ; ð6Þ

where the operator rrrr acts on the two-dimensional iono-
spheric spherical shell, S

$
is a 2 & 2 conductance tensor, and

I is the dip angle of the magnetic field below the horizontal
plane. The jw term represents ionospheric current driven by
neutral winds and involves field line integrals of products of
wind velocities and conductances. The elements of the
conductance tensor are expressed through the field line
integrals of Pedersen (sP) and Hall (sH) conductivities with
integration extending from the bottom (90 km) to the top
(1000 km) of the ionosphere:

S
$

¼
Sqq Sqf

'Sqf Sff

0

@

1

A; ð7Þ

where Sqq =
R

ds sP/sin I, Sff = sin I
R

ds sP, Sqf ='Sfq =
R

ds sH. The components of jw can be similarly expressed in
terms of field line integrals.
[14] The boundary conditions for the particle density in

(4) are usually taken from statistical plasma sheet models or
from data from a geosynchronous particle detector if the
boundary is set at L = 6.6 [Sazykin et al., 2002]. Given
initial conditions, (4) is integrated in time with a short time
step (typically 1 to 5 s). Updated solutions to (4) are used to
compute the updated particle pressure distribution, which
provides the right-hand side of the elliptical equation (6),
using (5). Equation (6) is solved everywhere in the iono-
sphere from near the equator (L = 1.03) to the poleward
boundary. The magnitude of the electric potential on the
poleward boundary is controlled by solar wind conditions.
[15] For most RCM runs, the conductance S

$
is computed

from an IRI-90 ionospheric model and auroral enhancement
computed assuming 30% of the strong pitch angle scattering
limit and using the Robinson et al. [1987] formula to
calculate conductances; field-aligned potential drops are
usually neglected. However, for these first runs in which
the RCM is coupled to MHD, both codes assume simply
zero Hall conductance and a uniform Pedersen conductance
of 4 S in each hemisphere. Neutral winds are set to zero for
the present run, as are field-aligned potential drops.
[16] The RCM’s treatment of the equatorial electrojet

follows the approach of Blanc and Richmond [1980] using
the thin-band approximation, in which the zonal electric
field is assumed independent of latitude in the band and the
meridional current is assumed to be much less intense than
the zonal current. The new potential found from (6) is used
to advance the advection equations (4), closing the logical
loop. The RCM thus steps along in time, self-consistently
calculating the particle distribution and electric fields and
currents, driven by several inputs: the magnetic field con-
figuration and the potential drop and inflowing particle
fluxes on the high-latitude boundary.
[17] The RCM has successfully been used to explicate

major magnetospheric phenomena such as the development
of region-2 Birkeland currents which shield the magneto-
sphere [e.g., Jaggi and Wolf, 1973; Harel et al., 1981b], the
buildup and evolution of the storm-time ring current [e.g.,
Wolf et al., 1982; Spiro and Wolf, 1984; Sazykin et al., 2002;
Fok et al., 2003; Garner, 2003], formation and evolution of
the plasmasphere and plasmapause [e.g., Spiro et al., 1981;
Wolf et al., 1986], the penetration of convection electric
fields to low ionospheric latitudes [e.g., Spiro et al., 1988;
Fejer et al., 1990; Sazykin, 2000], the Harang discontinuity
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magnetic field and (2) through their indirect effect on the
MHD-computed Birkeland currents and ionospheric poten-
tial. The differences in the pressure in the MHD code for
the cases of coupling with the RCM and no coupling are
made more quantitative in Figure 3, which shows a line
plot of MHD pressures for the two runs along the negative
X-axis.
[27] The dramatic effect that the buildup of the inner

magnetospheric pressure has on the magnetic field solutions
in the MHD code can be clearly seen in Figure 4, which
shows MHD-computed pressures displayed in false colors
on the linear scale in the Y = 0 plane. Superimposed are
approximate magnetic field lines in white colors. Before
coupling (upper panel T = 0), the characteristic region on
the nightside where closed field lines meet those with both
ends connected to the interplanetary magnetic field in the
tail lobes (resembling an ‘‘X-line’’) is located at 12 RE. With
the RCM coupled (right panel), the particle pressure built up
in the inner magnetosphere causes overall inflation of the
magnetic field, with the interconnection region moving well
beyond 30 RE in the magnetotail.
[28] The inner-magnetospheric pressure distribution

shows a strong day-night asymmetry, with average pres-
sures on the nightside exceeding those on the dayside. That
characteristic was pointed out in early RCM runs by Wolf

[1974] and has been a feature of essentially all runs since
then. The same qualitative tendency exists in the observed
particle pressure [e.g., De Michelis et al., 1999]. There is a
corresponding asymmetry in the cross-field currents, with

Figure 2. Comparisons of LOG10 of plasma pressures computed with the coupled code at 0, 4, and
8 hours during a long period with interplanetary magnetic field (IMF) Bz = !5 nT. (top) Pressure
computed by BATS-R-US for coupled run. (bottom) RCM pressure for coupled run; both are plotted on
the RCM grid mapped to the equatorial plane. Top left panel T = 0 also represents the noncoupled result
or the instant before the coupling begins.

Figure 3. Comparison of MHD pressure computed along
the tail axis using the MHD code with and without coupling
to the RCM, for t = 8 hours.
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Birkeland currents, which increase the effective ionospheric
Pedersen conductance.

5.3. Response to a Northward Turning of the IMF

[35] At 0800 UT in the simulation, the IMF was
suddenly turned to 5 nT north to analyze the response
of the magnetosphere to an idealized change in the IMF
conditions for the coupled MHD-RCM code. Figure 9
shows pressures computed by the coupled code at
0800 UT and then subsequently at 0820, 0830, 0840,
0850, and 0900 UT. Pressures were computed by the
MHD code and are displayed in the equatorial plane. The
color scale saturates at the maximum value of 4 nPa. As
discussed in the previous section, at 0800 UT, there is a
well-formed partial ring current characteristic of inner
magnetospheric convection for southward IMF conditions.
As the IMF Bz turned northward, Figure 9 shows how the
magnetopause moves out in response. This is the
expected response, the opposite of the erosion that occurs
in response to a southward turning. Note also that the
ring current becomes more and more symmetric owing to
the fact that drift trajectories for the particles near the
inner edge of the plasma sheet that were previously open
now become closed. This is also an expected response; it
has been recently observed by the HENA instrument on
IMAGE spacecraft.
[36] Figure 10 shows the response of the inner magne-

tospheric potential distribution over the same 1-hour time

period. The potential is shown in the rotating ionospheric
frame for nine times between 0800 and 0920 UT. Equi-
potentials are spaced at 1 kV and they are color-coded with
the values according to the color legend on the right side
of the figure. Equipotentials with absolute values larger
than 27 kV are not shown to emphasize the subauroral
features. Note that the potential at 0810 UT is about the
same as at 0800 UT. The northward turning of the IMF
has had no effect, probably due to the time for the change
to be advected from the sunward boundary of the calcu-
lation to the nose of the magnetosphere. Overshielding,
characterized by a dusk-dawn electric field across much of
the magnetosphere, is evident from 0820 to 0910. This can
be seen as formation of secondary potential ‘‘vortices’’ on
the duskside and dawnside equatorward of the region of
antisunward flow.
[37] Overshielding was originally discovered and inter-

preted by Kelley et al. [1979] in observations by the Jica-
marca incoherent backscatter radar. It has been extensively
studied observationally by B. G. Fejer and collaborators
[e.g., Scherliess and Fejer, 1997] and also theoretically using
the RCM [Spiro et al., 1988; Fejer et al., 1990]. However, the
results presented in Figure 10 represent the first full computer
simulation of the overshielding effect, including both the
inner magnetospheric electrodynamics and the solar wind/
magnetosphere coupling.
[38] Kelley et al. [1979] originally associated the over-

shielding phenomenon with a reduction in the potential drop.

Figure 8. Polar cap potential drop versus time for the southward IMF period, for the coupled-code run
(left) and the non-coupled-code run (right). The non-coupled-code run reaches steady state within an hour
at about an 80 kV potential.

Figure 7. Ionospheric equipotentials (black lines) computed for three times in the period of southward
IMF. The corotation electric field is not included in the plot. Contour step is 4 kV. Birkeland currents are
also shown as color-coded plots. Dashed circles are drawn at 60, 70, and 80 degrees magnetic latitude.
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Figure 4. The pressure in the equatorial plane from CRCM (left) and the electric potential mapped to
the equatorial plane (middle) at the end of a 12 h coupled simulation with pure southward IMF and steady
solar-wind conditions. The potential mapped to the equatorial plane without coupling is shown on the
right for comparison.

shows the pressure and magnetic field in the x-z plane for
this test. The plot on the left does not include inner-
magnetosphere coupling, while the plot on the right does
include inner-magnetosphere coupling. The figure shows
that including two-way coupling with CRCM, we get a
substantially larger pressure in the inner magnetosphere.

[27] Figure 3 presents the effect of coupling with the inner
magnetosphere on the shape of the last closed field-line sur-
face on the dayside. We find this surface in the following
manner. First, we select a regular grid of points on the day-
side in polar and azimuthal angle. We then find the radial
location of the last closed field-line surface corresponding to
each polar and azimuthal angle by using a very efficient and
precise bisection method. Specifically, for each angle pair
we choose two points at different radial distances; one is at
3 RE, and the other is at 25 RE. If we restrict the polar angle
range to avoid the polar cap, magnetic field lines traced from
these two points will have “closed” and “open” topologies.
A point is then chosen with a radial distance in the mid-
dle of these two points, and the topology of the magnetic
field line going through that bisecting point is determined.
Based on the topology, we can determine if the radial cross-
ing point of the last closed field-line surface is between the
bisecting point and the Earthward boundary or the bisect-
ing point and the anti-Earthward boundary. The bisecting
point now becomes a boundary of the interval containing the
point on the last closed field-line surface, a new point bisect-
ing that interval is chosen, and the process begins anew. We
continue this bisecting approach until the interval shrinks to
the desired level of accuracy, 10–6 RE in this case. Repeat-
ing the method for each polar and azimuthal angle, we can
accurately find the last closed field-line surface.

[28] The green surface represents the case with inner-
magnetosphere coupling, while the purple surface represents
the case without inner-magnetosphere coupling. Clearly,
including two-way coupling with the inner magnetosphere
causes the surface formed by the last closed field line to
stand further away from the planet with a slight dawn dusk
asymmetry. This is because, as seen in Figure 2, including

inner-magnetosphere coupling increases the thermal pres-
sure in the inner magnetosphere, effectively inflating the
closed field-line region. A stronger ring current acts to
increase the magnetic field on the dayside and more effec-
tively stand off the solar wind. The asymmetry can be
explained by looking at the equatorial pressure distribution
presented in the left plot of Figure 4. The pressure is seen to
have a similar dawn dusk asymmetry. We also note that the
electric potential in the equatorial plane (middle) is consis-
tent with self-consistent electric field calculations with the
uncoupled CRCM. Comparing this potential to the potential
pattern without a ring current (right) shows that inclusion of
the ring current leads to increased shielding and a skewing
of the potential.

3. Results
[29] We apply our newly coupled model in two studies.

The first study is presented in section 3.1 and focuses on the
ability of the model to calculate Dst in four different events.
Dst is a useful quantity for validating our coupled model as
it is related to the total energy density of the ring current.
The second study, presented in section 3.2, is an in-depth
study of a single event that looks at the model’s ability to
reproduce and understand Dst, ion flux, magnetic field, and
ENA measurements.

3.1. Study 1: GEM Dst Challenge
[30] The first application of the newly coupled model is

the Geospace Environment Modeling (GEM) Dst challenge.
This challenge was organized by a focus group of the GEM
community to test the ability of various models to produce
Dst [Rastätter et al., 2013]. That challenge consists of four
events ranging from moderate to super storms. Specifically,
the dates of the chosen events are the following:

[31] 1. Event 1: 29 October 2003
[32] 2. Event 2: 12 December 2006
[33] 3. Event 3: 31 August 2001
[34] 4. Event 4: 31 August 2005
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Coupling RAM-SCB and BATS-R-US

Welling et al, [2015]

Welling et al., 2015 use the coupled RAM-SCB code to explore effect of 
including ring current feedback on the ionospheric source.

Including ring current effects in the global model feedback to the outflow 
source and ultimately back to the ring current.

Journal of Geophysical Research: Space Physics 10.1002/2015JA021231

Figure 1. A diagram summarizing the coupling between the models used in this study. All couplings take place through
the Space Weather Modeling Framework. Red arrows denote couplings that are used in this study; gray arrows denote
couplings that are either implicitly achieved or disabled. The large blue arrow represents the travel of ionospheric
outflow from the ionosphere through the magnetosphere and to the ring current.

For planetary magnetosphere use, BATS-R-US is nearly always coupled to a height-integrated ionospheric
electrodynamics solver [Ridley and Liemohn, 2002; Ridley et al., 2004]. This model receives FACs from BATS-R-US
and uses them, along with an empirically based conductance pattern, to calculate the electric potential. Values
are solved over the whole globe at every 2∘ in longitude and 1∘ latitude. The potential values are then used to
set the tangential velocity about the MHD inner boundary. An important input to this model is the F10.7 radio
flux, a proxy for solar extreme ultraviolet irradiance, which scales the conductance.

PWOM [Glocer et al., 2007, 2009a] is used to model ion dynamics throughout the “gap region,” or the region
between the upper boundary of most ionospheric electrodynamic models (i.e., 1000 km) and the inner bound-
ary of most MHD models (2–3 RE or∼ 6000–13000 km). The PWOM solves the gyrotropic transport equations
of O+, He+, H+, and electrons along many noninteracting, one-dimensional, radial flux tubes. In this study,
128 flux tubes are used. Horizontal motion is obtained by allowing each flux tube to advect with the local
E ×B velocity as obtained from the ionospheric electrodynamics model. Additionally, the PWOM receives FAC
information from BATS-R-US, which is used to set the electron velocity along each flux tube via conservation
of current density given the ion velocity. Electron velocity factors into the electron energy equation [Glocer
et al., 2007], driving adiabatic changes in electron temperature [Gombosi and Nagy, 1989]. Further, both elec-
tron temperature and velocity play dominant roles in the ambipolar electric field calculation, making the FAC
input critical for determining ion outflow values. In more recent versions of PWOM, FACs also act as a proxy for
topside electron heat flux [Welling et al., 2011]. The resulting radial velocity and density for each ion species
are used to set the inner boundary conditions in BATS-R-US, effectively driving ionospheric outflow in the
MHD model.

Finally, the ring current is simulated using RAM-SCB. This model combines a bounce-averaged kinetic drift
model of ring current ions [Jordanova et al., 1996, 1997, 2006, 2010a] with a force balance model of the
magnetic field [Zaharia et al., 2004, 2005, 2006, Zaharia, 2008; Zaharia et al., 2010], yielding magnetically
self-consistent drift physics. In this study, almost all inputs to RAM-SCB are obtained from the other models.
Density, temperature, and composition are obtained from BATS-R-US and are used to set the outer boundary
flux by assuming a Maxwellian. Electric field from the ionospheric electrodynamics model is mapped along
magnetic field lines to the equatorial plane. Magnetic field is a required outer boundary condition and ini-
tial condition to the self-consistent field calculation. The SCB submodel represents the field as a set of Euler
potential shells. Constructing these shells in a manner that keeps pace with the other coupled codes is dif-
ficult and prone to geometrical errors. As such, magnetic field boundary for the SCB submodel is provided
via the empirical model of Tsyganenko [1989] using the observed Kp index. The SCB submodel distorts this
field to maintain magnetic self-consistency with the modeled anisotropic pressure distribution calculated by
the RAM submodel. While this approach breaks magnetic consistency with the MHD model, the expected
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Figure 8. Average RAM-SCB oxygen (green) and hydrogen (orange) energy density for the one-way coupled (solid) and
two-way coupled (dashed) simulations.

simulation shows significant midlatitude oxygen outflow, which mass loads the tail and begins to accumulate
in the inner magnetosphere. During storm peak (Figure 7, right column), both simulations show an increase
in oxygen from both sources. However, the area covered by the >60% contour in the two-way coupled sim-
ulation is much broader than that of the one-way simulation. The darker green contours indicate that more
oxygen is present in the two-way coupled simulation in every region of interest: the lobes, tail and plasma
sheet, and inner magnetosphere.

As the additional oxygen produced by the two-way coupling makes its way to the inner magnetosphere, it
produces a ring current that is distinct from the one-way coupled ring current. This is quantified in Figure 8,
which plots the average energy density per species in RAM-SCB versus time. In the one-way coupled simu-
lation (solid lines), the onset of the storm brings a surge in hydrogen energy density (orange line). As this
subsides, the average oxygen energy density (green line) slowly ramps up, briefly surpassing the hydrogen
energy density just before 18 UT. At this point, both species contribute about equally to the average energy
density of the ring current. In the two-way coupled simulation (dashed lines), the storm starts similarly but
with a weaker initial hydrogen energy response. As the ring current builds up, the stronger region 2 FACs drive
stronger oxygen outflow, and the average oxygen energy density in RAM-SCB sky rockets to more than twice
that of the one-way coupled simulation. The ring current is now oxygen dominated instead of split evenly
across the two major species.

The change in energy density due to the two-way coupling is evident in the resulting Dst indices calculated
by the models, shown in Figure 9. The black dashed line shows the observed Dst index. The blue lines show
Dst as calculated by BATS-R-US via a Biot-Savart integral, centered at X = Y = Z = 0RE , of all electric cur-
rents within the MHD domain. Finally, the red lines show the Dst index as calculated by RAM-SCB via the
Dessler-Parker-Sckopke relation [Dessler and Parker, 1959; Sckopke, 1966], including currents induced in the
diamagnetic Earth. In the BATS-R-US results, the pressure coupling makes a dramatic difference. During the
early storm phase, the two-way coupled Dst (blue dashed line) becomes strongly negative, a feature not
observed in the one-way results (blue solid line). This is consistent with previous studies that demonstrate that
without a two-way coupled inner magnetosphere model, ideal MHD is incapable of producing realistic Dst
curves. During the storm peak and late main phases (after 18 UT), the effect of the additional oxygen outflow
is evident as Dst plunges from ∼ −50 to −144 nT, near the observed minimum of −122 nT over this period. A
similar pattern is observed in the RAM-SCB results, though with less dramatic magnitudes. With only one-way
coupling (solid red curve), the initial hydrogen injection drives a weak depression in the Dst (−37 nT mini-
mum) that slowly recovers over the remainder of the simulated period. The two-way coupled RAM-SCB Dst
reaches a minimum of −62 nT but only after the burst of oxygen energy density after 18 UT. In each case, the
inclusion of the two-way coupling between RAM-SCB and BATS-R-US pushed the minimum Dst values toward
the observed values. The timing of the MHD Dst strongly differs from the observed; potential reasons for this
discrepancy are discussed below.
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Figure 6. Hydrogen, oxygen, and total fluence (orange, green, and black lines, respectively) taken at the interface
between the PWOM and BATS-R-US during the one-way coupled simulation (solid lines) and the two-way coupled
simulation (dashed lines).

Figure 7 (top row) shows results from the one-way coupled simulation; Figure 7 (bottom row) shows results
from the two-way coupled simulation. When the top and bottom rows are compared against each other, it
becomes immediately obvious that the pressure coupling is driving an increase in oxygen entering the global
magnetosphere system.

In each frame of Figure 7, two distinct oxygen outflow source regions are discernible near the inner bound-
ary (grey circle) of the MHD domain: broad polar cap outflow, stemming from the region 1 FACs, and sharper,
lower latitude jets stemming from region 2 FACs. Both of these sources become more oxygen rich as a direct
result of the two-way coupling. Early in the storm event (Figure 7, left column), the one-way coupled simula-
tion (top row) displays almost no midlatitude outflow; the oxygen originating from the polar region advects
to the far tail and does not accumulate significantly within 10 RE of the Earth. Conversely, the two-way coupled

Figure 7. Noon-midnight meridian slices of BATS-R-US results in terms of percent oxygen by number (green contours)
and magnetic field (gray lines) from the (top row) one-way coupled results and (bottom row) two-way coupled results.
Each column corresponds to a separate storm epoch. The Sun is to the right.
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Reconnection and Global Modeling
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ηJ!

Ideal MHD Resistive MHD Hall MHD

Most global magnetosphere models are solving resistive MHD equations with 
either physical or numerical resistivity.

We are starting to see more extensions to Hall MHD 



What is a Magnetic Separator?

Magnetic nulls and separators !

Dorelli et al, [2007]

d�B

dt
=

I
Ekds =

Z

DS
Ekds+

Z

NS
Ekds

For further reading about separators see:

• Lau and Finn, [1990]

• Sisco et al., [2001]

• Dorelli et al., [2007]…



What is a Magnetic Separator?
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Magnetic nulls and separators !
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=
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Locating Separators

Komar et al, [2013]
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Separators for more complex cases
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Generalized Ohm’s Law

Assuming quasineutrality and neglecting terms ~me/mi gives the above 
expression for the electric field.

Each color represents a different regime.

The results on previous slide are for resistive MHD

ηJ!
Ideal MHD term (Frozen Flux Theorem)!
Hall term (Electron Frozen Flux Theorem) [ION INERTIAL SCALE]!
Electron Pressure Anisotropy (thaws magnetic flux) [ION INERTIAL SCALE]!
Electron Inertia (thaws magnetic flux) [ELECTRON INERTIAL SCALE]!
Particle Scattering (thaws magnetic flux - e.g., resistivity)!



Comparative Magnetospheres

To resolve ion scale effects you need to separate the ion scale from the diffusive 
scale.

Relying on numerical resistivity would require 5-10 points per di

Uniformly resolving the magnetopause at this level would require billions of cells.

The situation improves when looking at planetary magnetospheres

Ganymede! Mercury! Earth! Jupiter!

0.1! 0.01! 0.005! 0.0001!
� ⌘ di

L



Implications of ion-scale physics!
Dorelli%et%al.,%submiWed,%GRL,%2014.%

MHD!
!

•  symmetric Dungey convection pattern!

•  typical region-1 field-aligned current 
pattern (supports Alfvén wing 
structure)!

!
•  symmetric pattern of Kelvin-Helmholtz 

waves!

Hall MHD!
!

•  strong asymmetries in convection pattern!

•  new reconnection-generated field-aligned 
current pattern (impact on Alfvén wing 
structure?)!

!
•  Asymmetric pattern of Kelvin-Helmholtz 

waves!

Courtesy of J. Dorelli

(See Dorelli et al., 2015)



Similar results for Ganymede for 
Different Models

OpenGGCM Next-Generation Ganymede Summary

Benchmark with BATSRUS

Jy

OpenGGCM BATSRUS

Kai Germaschewski et al.

Courtesy of L. Wang



Using EPIC-MHD

IPIC3D model is now embedded in BATSRUS (see Daldorff et al., 2014)

Numerical tests show the embedding behaves as expected.

Can use this to treat all the “interesting” regions of Ganymede and compare 
against the Hall solution.

Ganymede Magnetosphere in 3D

Ganymede parameters

R

g

= 2634 km, dipole strength = �750 nT

Jupiter wind (sub-sonic and sub-Alfvenic)

n = 4/cc, V
x

= 140 km/s, B
z

= �77 nT, T = 570 MK

M

i

= 14, so ion inertial length d

i

⇠ 0.16R
g

Hall MHD domain: �128R
g

< x , y , z < 128R
g

fix values at inflow and outflow boundaries (far away)

Absorbing boundary condition at 1 R

g

Finest grid resolution 1/32R
g

⇠ 0.2d
i

within
�2 < x < 4, � 3 < y < 3, � 2 < z < 2

Coarsest grid cell size 4R
g

, about 8.4M cells total

4 embedded PIC regions surrounding the moon

1/32R
g

0.2d
i

resolution: 3.6M total cells

216 macroparticles per species per cell: 1.5B total

Lars K. S. Daldor↵, Gábor Tóth, Yuxi Chen, John Haiducek, Dmitry Borovikov, Xianzhe Jia, Valeriy Tenishev, Tamas Gombosi (Michigan); Giovanni Lapenta, Jorge Amaya (KU Leuven); Jeremiah Brackbill (Los Alamos); Stefano Markidis (KTH Stockholm) (NASA GSFC/Univeristy of Michigander)Embedded PIC June 11, 2015 26 / 40

MHD-EPIC Coupling

Current Capabilities

Ideal, Hall, anisotropic ion
pressure MHD.

E�cient coupling through the
SMWF.

Di↵erent PIC and MHD grids
allowed.

Multiple PIC domains.

Works in 2D and 3D.

Filters

Force charge neutrality on the
EPIC domain boundary

PIC grid

MHD grid

Lars K. S. Daldor↵, Gábor Tóth, Yuxi Chen, John Haiducek, Dmitry Borovikov, Xianzhe Jia, Valeriy Tenishev, Tamas Gombosi (Michigan); Giovanni Lapenta, Jorge Amaya (KU Leuven); Jeremiah Brackbill (Los Alamos); Stefano Markidis (KTH Stockholm) (NASA GSFC/Univeristy of Michigander)Embedded PIC June 11, 2015 11 / 40

MHD-EPIC Coupling

Whisler waves

No Filter Charge neutrality filter

Lars K. S. Daldor↵, Gábor Tóth, Yuxi Chen, John Haiducek, Dmitry Borovikov, Xianzhe Jia, Valeriy Tenishev, Tamas Gombosi (Michigan); Giovanni Lapenta, Jorge Amaya (KU Leuven); Jeremiah Brackbill (Los Alamos); Stefano Markidis (KTH Stockholm) (NASA GSFC/Univeristy of Michigander)Embedded PIC June 11, 2015 12 / 40

Courtesy of L. Daldorff

Whistler Wave TestEmbedding Algorithm Ganymede

Courtesy of G. Toth



Comparing Hall MHD 
and EPIC-MHD

Toth et al, [2015]	





Comparing Hall MHD 
and EPIC-MHD

Toth et al, [2015]	





An Analogy to the GEM Challenge

In the GEM Reconnection Challenge many simulations were run with boundary 
conditions and initial conditions. 

All models with the Hall term gave fast reconnection.

These results are like the GEM reconnection problem but with a real 
magnetosphere.

Again, the Hall term seems to be the minimum extension of MHD that can capture 
the overall solution.

Resistive MHD Hall MHD EPIC-MHD



Other Fluid Approaches to get Hall Physics

Solving a multifluid set of equations (ion and electron fluids) is an alternative way 
to the generalized ohm’s law approach for including Hall physics.

Orszag-Tang test shows similar results between Hall-MHD and multi fluid, but not 
MHD.

The GKEYLL code from PPPL is currently being included into the OpenGGCM 
magnetosphere code.

Courtesy of L. Wang

Orszag-Tang Test

OpenGGCM Next-Generation Ganymede Summary Deliverable Status libmrc Plasma models AMR

Orszag-Tang test

MHD Hall-MHD GKEYLL

Kai Germaschewski et al.



Conclusions

There is a very wide variety of modeling efforts on going in the community to capture 
the space environment system in all its complexity.

While there are some similarity of approaches, differences exist between the models 
shown here.

We have a long way to go to fully capture the multitude of scales and processes 
inherent in modeling the space environment system.



Thank You


